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Abstract

Ten years ago, only 6 percent of the population in low-income and lower-middle-income countries had access to the internet. Today, nearly one in every three people there does. The rapid expansion of internet access across the globe is a welcome development, but it raises new policy challenges. And while there is broad agreement in the development community on the importance of getting digital policy “right,” too little attention has been paid to how policymakers in the developing world can best engage with the companies who dominate the digital landscape. As governments reassess their relationship with these companies, an increasing number are enacting policies that raise barriers to the cross-border flow of data and put the largely global and open nature of the internet at risk. In this paper, we review how internet use has evolved in the developing world over the last decade, with a focus on initiatives by big tech companies to reach the “Next Billion Users.” We then examine how concerns about data privacy, disinformation, and market concentration have manifested in lower-income countries and how policymakers have begun to respond. We close by considering ways the development community can support policymakers seeking to maximize the benefits of an open internet while minimizing its risks.
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Introduction

When Senator Mark Warner warned Facebook COO Sheryl Sandberg, Twitter CEO Jack Dorsey, and an empty chair representing Google that “the era of the Wild West in social media is coming to an end” at a hearing in September 2018, it reflected the extent to which concerns about the role of big tech companies have shifted the debate in the United States from whether these companies should be regulated to what form that regulation should take.\(^1\)

Given the global reach of the largest US digital platforms, how Congress ultimately decides to regulate the industry will have profound implications outside of the United States. The choices made on Capitol Hill will not only affect how these companies operate abroad, but also shape the set of regulatory options available to policymakers in other countries, particularly in lower income ones that lack the economic heft necessary to influence large tech firms on their own.

Ahead of the hearing, Warner’s office drafted a set of policy proposals for regulating social media and technology firms focused on three areas of concern: the challenge of protecting consumers in the digital age, the capacity of social media platforms to promote disinformation, and the risk that market concentration will stifle innovation.\(^2\) While the Warner paper is exploratory in nature, it provides a good summary of the options Congress is most likely to consider moving forward.

In this paper, we use these three areas of concern as a frame for exploring what the rapid growth of Big Tech in the developing world means for its policymakers grappling with how to maximize the economic and social benefits internet platforms provide while minimizing risks.

In doing so, we recognize the hazard of lumping together countries with starkly different socioeconomic characteristics into a single “developing world” bucket. Certainly the online experience of a person in Zimbabwe, where a 1 GB monthly prepaid mobile broadband plan (the equivalent of a four hour chat on Skype) costs 33 percent of average income per capita, differs greatly from one in Egypt, where the same amount of data costs a hundred times less.\(^3\) Likewise, policymakers in Malaysia, where 80 percent of the country has internet access and users spend an average of 8.5 hours online daily, face a different set of policy challenges than those in Eritrea, where only 1 percent of the population uses the internet.\(^4\)

However, we believe that considering the developing world as a distinct unit is useful for several reasons. First, with notable exceptions like China and India, these countries have limited, if any, leverage over large internet companies, given their small size and low income per capita.\(^5\) As way of comparison, consider the European Union’s General Data Protection Regulation (GDPR), which introduced sweeping changes to data privacy that the largest
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\(^1\) US Senate Select Committee on Intelligence Hearing: Foreign Influence on Social Media, September 5, 2018.
\(^3\) Alliance for Affordable Internet. Mobile Broadband Data Cost. September 2018.
internet companies have chosen to comply with, often at great cost, because they are unwilling to forego the opportunity of doing business in the world’s second largest economy. In general, developing countries do not provide the same commercial impetus.

Second, because so many people in the developing world are relatively new to the internet and often have fewer tools at their disposal to cross-check information, they may be more easily exploited by efforts to misuse their personal data and more susceptible to propaganda campaigns conducted online.

Finally, although developing countries are equally if not more vulnerable to risks raised by digital platforms, little work has been done to consider how policymakers there should approach these challenges. And while there is broad agreement in the development community on the importance of getting digital policy “right,” too little attention has been paid to how policymakers can best engage with the companies who dominate the digital landscape. It is therefore not surprising that, as the Pathways for Prosperity Commission has emphasized, “few developing countries have a clear approach to [the] foundational question of digital governance and even fewer, if any, have a clear approach to regulating digital design and user protection.”

The desire by a growing number of governments to reassess how they engage with large tech companies combined with a lack of rigorous evidence about policy efficacy has resulted in a mishmash of approaches—including outright bans, social media taxes, and data localization requirements—that endanger the (mostly) open nature of the internet. Many of these governments are also exploring ways to use the internet to support surveillance and stifle dissent, following the model provided by China.

Concerns about balkanization of the internet can be traced back to the mid-2000s (for example, see Tim Wu’s 2004 blog), but the trend appears to have accelerated in recent years. The best way to confront this tendency is to address the challenges that a more free and open internet presents.

There is no one-size-fits-all solution to the concerns raised by society’s growing reliance on internet services, and governments will approach them differently based on the importance they place on values like privacy, transparency, and freedom. But the development community can help policymakers make more informed decisions in several ways, including by building evidence on the costs and benefits of different regulatory responses, creating an intellectual framework around the treatment and valuation of personal data, and laying the groundwork for global coordination efforts in areas where cross-country spillovers are most pronounced.

We aim to inform these efforts first by reviewing how internet use has evolved in the developing world over the last decade, with a focus on initiatives taken by Facebook and Google to reach the “Next Billion Users.” In this section, we also emphasize the ways in
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6 One exception is new work by the organization Future State, which is developing a “Data Empowerment Toolkit” aimed at helping policymakers develop data-sharing frameworks that prioritize the needs of users. A draft of the toolkit is available here.
which internet users in the developing world have a qualitatively different experience online than their rich world counterparts. We then examine how concerns about data privacy, disinformation, and market concentration have manifested in the developing world and how policymakers have begun to respond. We close by considering ways the development community can support policymakers seeking to maximize the benefits of an open internet while minimizing its risks.

1. Pursuing the Next Billion Users

Ten years ago, only 22 percent (1.5 billion people) of the world’s population could connect to the internet and, of those, only 13 percent in lived in low- and lower-middle-income countries. Today, with almost half of the world online, nearly one in every three people in the developing world has internet access.

Underlying this good news, however, is the more sobering reality that the ability to get online continues to vary across income lines: while over 75 percent of people in the United States and Europe have internet access, only 20 percent in sub-Saharan Africa and 26 percent in South Asia do. The digital divide mirrors inequalities within countries as well, with the poor, elderly, and rural less likely to be connected. Women also have less access than men, especially in low-income countries.

The danger is that these already disadvantaged groups will fall even further behind those who participate in digital society. And because many of those who lack internet access live in poor and remote areas, they will be more difficult to reach and less profitable for companies to connect.

Internet use has spread in the developing world in parallel with three broader trends that are changing the digital landscape: the centralization of gatekeeping powers by a few large companies, the assertion of national regulation, and the rapid growth in use the of mobile devices.

As online access has expanded globally, the nature of the internet has changed—moving further away from the decentralized ideal that Tim Berners-Lee had in mind when he created the World Wide Web in 1989, to one in which our online experience is increasingly shaped
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by a handful of large internet companies. For instance, in the United States, more than 50 cents of every dollar spent on digital advertising goes to Google or Facebook, and more than one of every two dollars spent through online retail goes to Amazon. The same pattern of concentration holds in developing countries: for example, in a recent survey in Kenya, more than half of all mobile traffic was directed through applications owned by Facebook and Google.

At the same time, national governments are increasingly asserting their right to regulate how internet companies operate in their jurisdictions. While national regulations aimed at reining in internet companies are not new, they have become more common and more restrictive. Moreover, a growing number of countries are emulating China’s authoritarian model of the internet, “where technologies of surveillance and identification help ensure social cohesion and security by combating crime, terrorism, extremism, and deviance.”

The other sweeping change is the increased use of mobile devices to connect to the internet. This is particularly true in low-income countries where the rapid uptake of mobile phones has enabled millions of people to connect to the internet for the first time and where the poorest households are more likely to have access to mobile phones than to toilets or clean water.

More than any other companies, Facebook and Google have successfully integrated their products and services across web and mobile applications, contributing to their dominant role in the global market. Today, Google operates domains in roughly 200 countries and territories, and offers services in over 100 languages. Estimates of the company’s market share in online search vary between 82 and 92 percent, and its Android operating system powers more than two billion devices worldwide.

Facebook’s social network also spans the globe, with 2.3 billion monthly active users worldwide and content available in roughly 100 languages. Over 70 percent of Facebook users live in Africa and Asia, and India recently surpassed the United States as the country with the most people on the platform (250 million). WhatsApp, which Facebook acquired
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16 Lunden, Ingrid. "Amazon’s Share of the US E-Commerce Market is Now 49%, or 5% of All Retail Spend." Tech Crunch. 2018.


Given that roughly 20 percent of the world’s internet users live in China, where Google is banned, these estimates should be treated with some skepticism.


in 2014, is the most popular messaging app in the world, boasting more than 1.5 billion monthly active users.\textsuperscript{24}

Because both companies derive most of their revenue from advertising (ads provide 98 percent of Facebook’s revenue and 85 percent of Google’s), their profitability depends on increasing the number of their users or the revenue they generate from each.\textsuperscript{25} Today, tech companies earn much more from their users in the developed world. For example, Facebook’s average revenue is $26.76 per user in North America, compared to only $1.86 in its “Rest of World” category, which captures users in Africa, the Middle East, and Latin America.\textsuperscript{26} As a result, Facebook earns roughly 43 percent of its revenue from the United States even though only 10 percent of its customers live there (see figure 1).\textsuperscript{27} Google similarly earns about 46 percent of its revenue in the United States.\textsuperscript{28}

\begin{flushright}
\textsuperscript{25} Facebook Inc. \textit{Facebook Annual Report 2017}. 2017.
\textsuperscript{26} Alphabet Inc. \textit{Alphabet Announces Third Quarter 2018 Results}. October 25, 2018.
\textsuperscript{27} Facebook Inc. \textit{Facebook Q4 2017 Results}. 2018.
\textsuperscript{28} Facebook Inc. \textit{Facebook Q2 2018 Results}. 2018. For a more detailed examination of Facebook’s revenue per user in the developing world, see Caribou Digital’s \textit{Paying Attention to the Poor: Digital Advertising in Emerging Markets}. 2017.
\end{flushright}
The industry’s challenge is that the number of potential customers in the rich world not already online is rapidly dwindling. Tech companies have responded to this dynamic by shifting their focus to finding the “Next Billion Users” in lower-income markets.
The “Next Billion Users” is a club with shifting membership. Figure 2 captures how the composition of each cohort has changed over time. In 2005, when the internet crossed the one billion user threshold, most internet users (62 percent) lived in high-income countries, while less than 10 percent lived in the developing world. The share of new users from developing countries rose to nearly a quarter in the second billion cohort (which took shape between 2006 and 2010) and to 47 percent as the third billion came online from 2010 to 2015. Today, more than 65 percent of the roughly four billion people in the world without internet access lives in countries with a per capita GDP of less than $3,895 a year (i.e., countries classified by the World Bank as lower-middle income and low-income) (see figure 3).

Figure 2. Internet Users by the Billion

29 We use the World Bank’s income classification scheme, which groups countries into the following four income categories, based on annual gross national income (GNI) per capita, measured in US dollars: high-income (over $12,000), upper-middle-income ($3,896 to 12,055), lower-middle-income ($996 to $3,895), and low-income (less than $995). We use the term “developing country” to denote countries that fall into either the low-income or lower-middle-income categories.

The rapid growth of internet access in the developing world that began earlier this decade coincided with efforts by the world’s largest tech firms to target lower-income markets by expanding the reach of networks and tailoring products to a more difficult operating environment and a different set of user needs. These differences include:

- **The predominance of mobile.** As noted above, most users in the developing world access the internet through a mobile phone rather than a computer. In Kenya, for example, 99 percent of all internet access is through mobile devices.\(^{31}\) As Google Vice President Caesar Sengupta notes, “most of the next billion users have never used a PC and may never use one. They don’t think of the internet as something you access with a mouse and a keyboard.”\(^{32}\) Smartphones are also becoming increasingly common. GSMA (Groupe Spéciale Mobile Association), the trade association of mobile network operators, projects that smartphone adoption in developing countries will exceed 60 percent by 2020.

- **Poor connectivity.** Many internet users in the developing world still depend on 2G technology for internet access, even though it was not designed to handle data-intensive applications. By 2020, nearly 70 percent of Southern Asia and over 40
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percent of Africa will still depend on 2G networks. As a result, connection speeds in the developing world are often dramatically slower than those in high-income countries. For example, it takes more than 25 times longer to download 1 megabyte (the equivalent of one hi-res digital photo download) in Mali or Mauritania as it does in North America.

- High cost of data. Internet users in the developing world face a high cost of data relative to their income. The World Bank estimates that paying for a phone and data plan can cost customers in 15 African countries more than 20 percent of their monthly income. By comparison, Norwegians only need to spend 0.27 percent of their monthly income. In addition, while most consumers in high-income countries enter into long-term contracts that provide virtually unlimited data, most people in the developing world purchase credit in advance and draw down their balance as they use data.

Together these factors shape how people in the developing world use the internet. Because they pay such a high price to access data and do so “by the bit,” they are keenly aware of the monetary cost associated with every click they make. This leads to what Jonathan Donner of Caribou Digital has called a “metered mindset” that serves as a “looming, persistent deterrent to surfing, web browsing, and effective use of the internet.”

Facebook and Google Carry the Torch

Through their efforts to expand network access and create services that work well in low bandwidth environments, Facebook and Google have helped to expand internet use in the developing world. We examine the broad contours of each companies’ strategies for reaching the next billion users below.

Facebook

Since 2010, Facebook has worked with telecom providers in many low-income countries to offer a bundle of applications (including a streamlined version of Facebook) designed to run on phones with low processing power, limited storage space, and in low bandwidth environments at no cost to consumers.

Mark Zuckerberg explained the rationale behind this approach in a 2013 essay that launched Facebook’s Internet.org initiative. In the essay, he argued that, although the cost of building and maintaining networks made it prohibitively expensive to provide full internet access to everyone in the world, a focused effort on reducing the cost of delivering data and building
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more efficient apps would make it economically feasible to provide a set of basic online services for free to those who could not afford them. Mobile providers have been willing to zero-rate these services (i.e., provide them without charging customers for the data used) because it helps them attract new customers who may eventually choose to pay for full access to the internet.

A key challenge for the program—and a major source of the controversy surrounding it—has been defining what services should be considered “basic” and therefore zero-rated. At the project’s outset, the applications offered were limited to those agreed on by Facebook and their telecom partners. However, critics argued that the project violated net neutrality principles by giving zero-rated applications an unfair advantage over competitors and restricted users to operating in a “walled garden” that limited their ability to engage with the broader internet. In response to these criticisms—and as part of the company’s failed campaign to bring the program to India—Facebook modified its approach in 2015 when it announced Free Basics, which provided an open platform that anyone can—submit a website to as long as it meets technical and participation guidelines. Notably, Facebook does not post ads on Free Basics.

Unfortunately, these controversies have overshadowed Facebook’s work to develop technologies that make it easier to access the internet by bringing down the cost of delivering data and building more efficient applications. The company has released many of these technologies as open source software so developers can improve upon them.

Today, Free Basics operates in 65 developing countries, including 30 in Africa and 11 in Asia, and Facebook claims that the project has helped almost 100 million people gain access to the internet who may not have done so otherwise. But skepticism about the zero-rating approach remains: in a 2016 study conducted by the Alliance for Affordable Internet in eight developing countries, 82 percent of those surveyed said that they would prefer a free plan with a data limit but no restrictions on the websites and apps they could use to a zero-rated service.

While Free Basics provides services to people already in reach of telecom services, Facebook is also working on several speculative projects to expand access through projects under its Connectivity banner. These include high-altitude platform stations and satellites that “beam connectivity throughout the atmosphere” and the ARIES project, which seeks to extend mobile coverage to rural areas. Facebook’s decision in June 2018 to end its much-
publicized Aquila high-altitude drone project highlights the difficulty of developing new models for delivering connectivity.

**Google**

While Google also experimented with zero-rating in its short-lived *Free Zone* project, its main avenue for attracting new users in the developing world has been the rapid expansion of the Android operating system, which it has supported by encouraging developers to design applications that meet the needs of users in emerging markets.

This includes programs like *Building for Billions*, through which Google advises developers on how to design products that reduce battery consumption and conserve data use. Recent examples of this approach are Android Go, a stripped-down version of the operating system designed to work on entry level smartphones; Files Go, an Android app that allows users to transfer files offline; and YouTube Go, which makes it easier for users to playback pre-downloaded videos when offline.

Google’s most recent project to expand access is *Google Station*, which provides free high-speed public Wi-Fi in select train stations in several developing countries. The project, which Google launched in 2016, now operates in more than 400 train stations in India, where more than eight million people use the service every month, and in a smaller number of stations in Indonesia, Mexico, Nigeria, and Thailand.

With the combination of Google Station and its suite of Go apps, Google has created a digital ecosystem that allows people unable to access the internet on their own to use data-intensive applications and download large files that they can later use and share offline. Unlike a zero-rating approach, this model provides users with an un-walled internet experience with the key limitation that they must have access to a participating station.

Google has also launched several ambitious initiatives aimed at bringing connectivity to those living in more rural and remote areas, including the highly publicized Project Loon, which uses high-altitude balloons to beam internet to users over a large area, and CSquared, which has laid hundreds of kilometers of fiber cable in sub-Saharan Africa.

**The Path Forward**

Reflecting their commercial imperative, Facebook and Google have focused their efforts in the developing world on populous countries with growing middle classes, such as India, Nigeria, Indonesia, and Brazil (for the moment, China remains off-limits). But their map of engagement continues to grow: for example, both Facebook and Google are working with
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45 Android. *Introducing Android 9 Pie.*
Google Play. *Files by Google.*
47 *Loon.*
*CSquared.*
partners to lay hundreds of miles of fiber optic cable in Uganda, Africa’s 10th most populous country.48

These investments are paying off. Facebook’s highest growth markets are now India, Indonesia, and Vietnam, and Google reports that use of its Maps application grew by over 50 percent in Indonesia, India, and Nigeria over the last year.49 These commercial gains are driving rapid growth in internet access across the developing world. In 2017, the number of internet users in Africa grew by 20 percent.

Despite these gains, Facebook and Google have not yet realized significant revenue growth in lower-income countries. As Caribou Digital emphasizes in its report Paying Attention to the Poor, “digital advertising revenue is a function of economic activity, and for many developing countries, there simply isn’t enough consumer spending to attract substantial advertising revenues.”50 To date, the internet giants have been willing to subsidize the services they provide in the developing world, in part because they value the data they collect there. Ultimately, however, that data must be put to commercial use to sustain their business models.51

The Challenge of China

As US tech companies advance their efforts to gain market share in the developing world, they face growing competition from Chinese tech firms Alibaba, Baidu, and Tencent, which have grown to massive scale under the protection of China’s Great Firewall and in a home market with more internet users than any other country. All three companies are now expanding operations in Africa and South Asia.52

Unlike their Silicon Valley counterparts, the Chinese tech giants have evolved under the watchful eye of an authoritarian government that uses its internet policy to support censorship and surveillance. The system now serves as a model for governments that want to create a similarly repressive internet regime, and Chinese officials have not been shy about sharing their expertise.53 According to Freedom House’s “Freedom on the Net 2018” report: “This year, Beijing took steps to propagate its model abroad by conducting large-scale trainings of foreign officials [in at least 36 countries], providing technology to authoritarian governments, and demanding that international companies abide by its content regulations even when operating outside of China.”54

China’s authoritarian model presents a critical threat to the mostly open nature of the global internet, and its growing popularity looms over any discussion of the future of internet policy in the developing world. We believe that the best way to limit the model’s appeal is to address head-on the challenges that a more free and open internet presents.

49 Facebook Inc. First Quarter 2018 Results Conference Call. April 25, 2018.
51 This point was made to us by Chris Locke, the Founder of Caribou Digital.
2. The Challenges Raised by Big Tech

The rapid expansion of global internet access is a welcome development. But the provision of that access (which has some characteristics of a public good) by private actors inevitably raises questions for policymakers to consider, as does the gatekeeping power these companies have been entrusted with.

Because internet users in the developing world often have a more limited internet experience than their rich world counterparts, the ways in which challenges related to data privacy, disinformation, and market concentration manifest there may differ. In addition, the more limited ability of policymakers in lower-income countries to exert influence over the internet giants suggests that policy responses may also diverge.

In the next three sections, we examine some of the concerns that the developing world’s growing reliance on large tech companies has raised and what policymakers are doing in response.

Data Privacy

Online commerce has become increasingly reliant on the use of personal data, as technological advances have made it cheaper than ever to collect, store, and process digital information. At the same time, we conduct an ever-increasing share of our activities on digital devices, leaving behind a trail of data that internet companies collect and analyze to develop a fuller picture of who we are, what we believe, and what we desire.

Internet companies create detailed profiles of their users’ behavior and preferences by tracking their online activity, location settings, and social graphs. They then use this information to personalize the services they offer us and appeal to advertisers eager to target their intended audiences. For example, Facebook allows advertisers to target potential customers using over a hundred profile characteristics, from a person’s basic demographic information to the size of her home and whether she has an anniversary coming up in the next 30 days.55

Although predictions informed by user tracking can benefit consumers in a variety of ways (e.g., producing relevant music or book recommendations, helping find the quickest route to a destination, detecting credit card fraud), these advantages come at a cost, as the increased use of personal data inevitably results in less privacy. Recent events like the Facebook/Cambridge Analytica scandal—in which data from 87 million Facebook users was improperly shared with a political consulting firm tied to the Trump campaign—highlight how the tacit bargain that consumers strike with digital platforms when they trade privacy for convenience can at times harm both them and society at large.56

There is now a substantial literature on how the “track and target” commercial model, sometimes referred to as “surveillance capitalism,” leaves consumers vulnerable to

exploitation, as well as a growing catalogue of incidents in which internet companies or their affiliates have misused personal data in ways that harm the users who provide it.  

Governments have responded to these concerns in different ways. The European Union has taken the toughest approach on data privacy, partly in reaction to the legacy of government surveillance under the Nazi regime and during the Cold War. The GDPR, which went into effect in May 2018, sets stringent conditions on how companies use, transfer, and process data related to EU citizens. Among other provisions, the GDPR allows users to have their data erased (after meeting certain requirements) and gives them the right to request a portable copy of their data.

In contrast, the United States has taken an uneven and mostly hands-off approach to protecting online privacy that relies on “a patchwork of sector-specific laws and regulations.” US policymaker attitudes about regulating the sector appear to be shifting, however, based on a steady uptick in congressional hearings on the topic, the recent passage of California’s data privacy bill, and signaling from the Democratic Party that it intends to give consumer protection on the internet a higher priority. These steps are in line with recent polls that suggest most Americans are concerned about how internet companies use their personal data.

There is even greater variation in the developing world, where a few countries have taken a tough stance on data privacy while many others have given it scant consideration. As recently as 2017, more than 70 countries lacked data privacy laws, including 35 countries in Asia and 33 in Africa.

South Asia provides a good example of the diversity of approaches. Some countries in the region, like India, Indonesia, and Vietnam, have drafted data protection laws that require firms to store data in servers physically located in their jurisdictions. Others, like Singapore and Malaysia, take a strict approach to the use of personal data but do not require it to be
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stored in local servers.\(^{63}\) Still others, like Cambodia and Laos, have no data privacy laws in place.\(^{64}\)

When considering their approach to data privacy, all countries must reckon with the EU’s GDPR for two reasons: first, because it represents the strongest approach to data privacy taken to date, and second because any company that provides goods or services to EU citizens must demonstrate an adequate level of protection for their personal data.\(^{65}\) The latter requirement is a source of concern to foreign companies that provide business process outsourcing (BPO) services to EU firms, many of which are based in tech-savvy developing countries like India, China, and Malaysia. The cost of complying with these requirements will depend on how EU regulators choose to implement and enforce the law.

A separate question is whether the GDPR is an appropriate model for data privacy in developing countries. Implementing a GDPR-like framework may be difficult for many countries, since the approach requires a high degree of legal and technical capacity, as well as institutional arrangements to handle consumer dispute resolution, compliance monitoring, and enforcement.

Although more countries are shifting to an approach like the GDPR, tech companies are unlikely to use it as the basis for a global operating standard because of the costs involved. As a result, the data privacy landscape will remain fragmented, making it harder for low-income countries that want to hold tech companies to strong privacy standards to do so. The one development that could change this would be for the United States to enact a privacy framework like the GDPR, in which case tech companies could find it more economical to set a single operating standard for their global operations.

**Disinformation**

Using disinformation (i.e., the deliberate spreading of falsehoods) to sway public opinion or incite violence is not a new phenomenon. During the Rwandan genocide, Hutu “hate radio” stations helped mobs target members of the Tutsi minority by broadcasting their names, addresses, and license plate numbers.\(^{66}\) Similarly, Serbian state-run media stoked the ethnic resentment that triggered the collapse of Yugoslavia by spreading “exaggerated and false messages of ethnically based attacks by Bosnian Muslims and Catholic Croats against the Serb people.”\(^{67}\)

But digital platforms have supercharged the effectiveness of propaganda by making it easier to target receptive audiences at scale and low cost. While Russia’s state-sponsored disinformation campaign in the United States has garnered the most attention, it is just one instance of a broader, global phenomenon.
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The best known and most egregious case is that of Myanmar, where anti-Rohingya propaganda posted on Facebook played a key role in fueling the violence that has forced more than 700,000 members of the ethnic group out of the country. The Myanmar military posted about two-thirds of this content, including a series of posts in which “the military’s intelligence arm spread rumors on Facebook to both Muslim and Buddhist groups that an attack from the other side was imminent.”

Facebook’s lackadaisical response to the abuse of its platform in Myanmar has been well-documented. Although the company received warnings about the propaganda as early as 2013, it did not begin to curb the behavior until the issue began receiving global attention in 2017. In addition, the company employed only two Burmese-speaking content moderators until 2015 and did not ban pages connected to the military’s disinformation campaign until 2018, despite clear violations of the platform’s rules.

The tally of incidents in which illicit actors have spread false information online to achieve political outcomes, sow discord, and incite violence continues to grow and most of these events are happening in the developing world.

- In the Philippines, where 97 percent of Filipinos with internet access have a Facebook account, supporters of President Rodrigo Duterte have used the platform to spread false information about his political opponents, including fake pornographic images and unsubstantiated criminal accusations. A recent study by the University of Oxford’s Computational Propaganda Research Project estimated that Duterte’s staff spent $200,000 to hire workers to spread propaganda during his presidential campaign.

- In Brazil, where 120 million of the country’s 200 million residents use WhatsApp, false reports about fatal vaccine complications and government conspiracies posted on the app reportedly undermined the government’s campaign to vaccinate people in the Amazon Basin against yellow fever. In addition, a recent study by Brazilian fact-checking platform Agência Lupa found that more than half of the 50 most popular political images circulated in WhatsApp chat groups ahead of the
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presidential election were misleading (8 were completely false, 16 were real pictures used out of context or related to distorted data, and 4 were unsubstantiated).75

- In Sri Lanka, fake news posted in early 2018 stoked ethnic tensions between Buddhists and Muslims, leading to physical attacks, shops being destroyed, and mosques being burned down. The government eventually directed internet service providers to block social media platforms to stem the violence.76

- In India, rumors spread for months about a child abduction ring, along with videos purporting to show kidnappings. Despite warnings from local officials that the rumors were false, mob attacks on suspected members of the ring killed at least nine people.77 Social media rumors related to child abduction have triggered similar attacks in Indonesia and Mexico.78

- In Libya, “keyboard warriors” have used Facebook to help local militias target their rivals, including by providing coordinates for bomb attacks in at least one case.79

Society’s growing exposure to disinformation is due in part to how the internet has changed the way we obtain information about news and politics. In the past, most people learned about current events through a “one-to-many” communication model, in which agents with some authority broadcast information to a mass audience. Today, however, virtually anyone can create and distribute content, and much of the information we receive is transmitted from “many-to-many” or “many-to-one.”80

We also increasingly learn about current events through content shared by friends or members of like-minded groups, often without reference to its source. Our personal connection or affinity with the sharer gives this information an air of credibility.81 And because information on newsfeeds, timelines, and chat groups is unique to each user, there is no public forum in which to debate and debunk false content. These factors make it easier
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for unfounded rumors to go “viral” and harder to determine the credibility of online information.

The “track and trace” business model used by many digital platforms compounds this problem by making it easy for propagandists to find receptive audiences. As Dipayan Ghosh and Ben Scott argue, “disinformation campaigns are functionally little different from any other advertising campaign” and the same data collection and analysis tools that make targeted advertising possible also enable “precision propaganda.”82 Moreover, these tools are easy to use. One of the most striking aspects of the 2016 Russian disinformation campaign was how little technical capacity it required to conduct.

While much of the focus has been on social media platforms, text-messaging apps like WhatsApp, WeChat, and Viber pose an even greater challenge because their content is private and unregulated by platform operators, which means companies cannot monitor them or remove them for violating their policies. Although originally designed to support messaging between individuals or small groups, these apps have evolved to allow much larger discussions: WhatsApp now allows up to 256 people to participate in a chat group, while WeChat allows 500. Some of these groups are a channel for a near constant stream of shared content, much of it of unknown origin.83 In India, some WhatsApp users received as many as 1,000 messages per day attempting to influence their votes ahead of elections.84

New internet users in the developing world are arguably more vulnerable to disinformation campaigns than their rich world counterparts because they are more likely to use only a handful of applications, which limits their ability to corroborate information. A recent study of female mobile internet users in Kenya, India, and Indonesia by GSMA found that, while most of the women surveyed were proficient using applications they were familiar with, such as Facebook or WhatsApp, they struggled to use unfamiliar applications and search for new services online.85 As a result, they “were unable to expand their mobile internet usage beyond the few applications they were already familiar with (which were often suggested to them by their social circle).” 86

Technology companies are now scrambling to slow the spread of disinformation on their platforms. Over the last two years, Facebook has disabled billions of fake accounts and now has more than 7,500 content moderators.87 WhatsApp now limits the number of chat groups a user can forward a message to at the same time to five, and is conducting an ad campaign in India urging its users to “share joy, not rumors.”88 For its part, Google is investing $300 million over the next three years to “combat the spread of misinformation” and has adjusted
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its ranking systems to give greater weight to “authoritative content.” In addition, YouTube has added information from Wikipedia and Encyclopedia Britannica to videos about popular conspiracy theories to provide alternative viewpoints.

The companies are also working with civil society and third-party fact checkers to report and respond to false information online. This includes Projeto Comprova in Brazil, which brought together Brazilian media companies to report false claims that circulated online in the lead up to the 2018 presidential election.

Due to the sheer amount of information available online, it is inevitable that most content moderation will be automated, and the sector is investing heavily in AI-based solutions to detect inappropriate behavior. For these solutions to be effective, however, they need to be trained on a large body of natural language processing data, which is lacking for less popular dialects. For that reason, an AI solution that works well in the United States may not in a country like India, with its 22 major languages and hundreds of local dialects. Effective content moderation also requires an understanding of regional and linguistic context, as a phrase that may seem innocuous to many can be a dog whistle for others.

When weighing what solutions to use, companies will need to determine how many resources they are willing to devote in countries where they are not profitable. For example, consider again the case of Myanmar, where civil society organizations called on Facebook to address deficiencies in several areas, including its overreliance on third parties to flag content, the lack of a proper emergency escalation mechanism, reticence to engage local stakeholders around solutions, and a lack of transparency. In response to these and other criticisms, in mid-2018 Facebook created “a dedicated team across product, engineering and policy to work on issues specific to Myanmar,” conducted a human rights impact assessment, and announced that it would increase its number of Burmese-speaking content moderators to at least 100. While Facebook arguably has a responsibility to address these shortfalls, improving in these areas requires substantial resources and it is an open question whether tech companies will always be willing to do so in countries where the potential for profit is low.

Despite the initiatives taken by tech companies to reduce disinformation on their platforms, there is a growing belief among government leaders that the private sector cannot be left to
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address this problem on its own. As with data privacy, governments are taking different approaches to address the threat of disinformation, which has resulted in a mix of policies.  

Striking the right balance between effective regulation and protecting civil liberties will be an ongoing challenge. A recent report by the European Commission urges policymakers to eschew simple solutions like censorship in favor of a multidimensional approach that enhances the transparency of online news, promotes media and information literacy, and develops tools to empower users and journalists to tackle disinformation.

Perhaps the biggest challenge is that some governments enact policies ostensibly aimed at addressing disinformation that they then use to stifle dissent, limit free speech, and attack journalists. Freedom House reports that at least 17 countries approved or proposed laws that would restrict online media in the name of fighting “fake news.” Additionally, many governments use propaganda themselves: the University of Oxford’s Computational Propaganda Research Project found that in 2017 alone, political parties or governments in 48 countries ran social media manipulation campaigns.

How governments approach the problem of disinformation ultimately depends on how they prioritize values like transparency and freedom of speech. Unlike in the area of data privacy, where global coordination around a harmonized approach could nudge policymakers in the direction of a regime that protects individual rights, national media policies are less likely to be influenced by economic considerations. For that reason, civil society organizations and journalists will continue to play the lead role in holding governments accountable for how they regulate online communications.

**Market Concentration, Data, and Innovation**

In the past two years, the European Union has fined Google $7.7 billion for antitrust violations related to practices on its shopping platform and Android operating system. By contrast, the US government has taken a hands-off approach as its largest tech firms have acquired potential competitors and promising start-ups by the dozen.

But with attitudes about regulating the tech sector in the United States changing, so too are views on the risks of market concentration. The Warner paper reflects this shift, asserting
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that “the rise of a few dominant platforms poses key problems for long-term competition and innovation across multiple markets.”

At first glance, worries about competitiveness appear to be less relevant for low-income countries, who are unlikely to produce firms that can compete with the global tech giants. But a growing number of governments in the developing world have expressed concern about their inability to regulate these companies despite their outsized influence on economic and social outcomes.

Large internet-based companies benefit from two interrelated barriers to competition: traditional network effects and access to a massive amount of customer data. Together, these factors create a self-reinforcing feedback loop: digital platforms become more useful as their number of users increases, and the more data they have, the better they can optimize services to attract more customers. Ongoing advances in machine learning make this feedback loop even stronger and increase the value of data as a competitive difference-maker. As Andrew Ng, former chief scientist at Baidu (and formerly at Google) notes, for internet companies “data is the defensible barrier, not algorithms.”

Because only a handful of internet companies are collecting most of the world’s data, the ability for other firms to develop data-driven innovations is limited. For this reason, much of the debate around market concentration has focused on how internet-based companies acquire and use personal data, and whether the data-for-services exchange that underlies the dominant online business model is conducted on fair terms.

The Warner paper weighs several ways to lessen the competitive advantage that large tech firms derive from their massive datasets. The least complicated solution is to increase transparency around how internet companies use the data they collect so consumers can make informed decisions. A more transformative approach would require platform companies to provide their users with a way to move, copy, or transfer their personal data. Such data portability requirements would, in effect, give users a property right over the personal data generated on digital platforms.

Similarly, Viktor Mayer-Schonberger and Thomas Ramge have proposed a progressive data-sharing mandate that would require every company above a certain size that collects and analyzes data to let other companies in the same market access an anonymized subset of that data. Doing so, they argue, would encourage greater competition and spur innovation, since “if a wide variety of firms had access to market data, a firm’s competitive advantage would rest on its ability to extract insights, encouraging companies to develop smarter algorithms and analytics.”

Another idea gaining traction, at least in scholarly circles, is that platform companies should financially compensate their users based on the value of personal data they provide. This
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idea, first proposed by Jaron Lanier in 2013 and extended by Eric Posner and E. Glen Weyl in their book *Radical Markets*, holds that treating platform users as “data laborers” and compensating them as such would provide a new and potentially significant source of income for individuals and improve the productivity of machine learning.  

Leaving aside the counterargument that data is only valuable when combined with the means to derive insights from it, there are several hurdles that must be overcome before this vision can become a reality. This includes finding a way to estimate the worth of disparate pieces of personal data whose value increases when it is combined with other data and tracking that value across multiple uses.

Once these challenges have been met, there is still the question of whether treating data as labor would provide a meaningful economic benefit to users. As discussed above, the revenue that tech companies collect on a per customer basis is quite low even in rich countries and drastically smaller in the developing world (as a reminder, Facebook’s average revenue per user is $26.76 in the United States and Canada and $1.86 across countries in Africa, Middle East, and Latin America). Thus, the idea that “data labor has the potential to constitute a significant fraction of income” seems unrealistic, at least for the moment.

But there are other reasons why governments may want to assert greater control over how tech companies use their citizens’ data. In his paper, “Data, development, and growth,” Berkeley Professor Steven Weber argues that countries locked into a role of “raw data supplier and consumer of imported value-added data products” will be bound to a lower growth path relative to countries where tech companies use data to create high value-added services. For that reason, he argues that, “(unless there is a definitive reason to believe and act otherwise) it will be better for countries to internalize significant parts of the data economy within their own borders.”

This perspective, which Weber calls “data nationalism,” discounts the benefit that consumers gain by using applications trained on a global dataset and the risk that tech companies may choose to withdraw services from countries that pursue overly burdensome requirements. But this view is becoming increasingly popular in the developing world, where more countries are using it to justify laws that place limits on how and where tech companies use the data their citizens provide.

These restrictions vary in scope but generally require firms that collect data about a country’s citizens to store or process that data within the country’s jurisdiction. The growing list of developing countries with such “data localization” laws include China, Indonesia, Malaysia,
Nigeria, and Vietnam.\textsuperscript{113} Kenya and India also have draft privacy bills that include data localization requirements.\textsuperscript{114}

In the past, governments have justified such laws on the grounds that they enhance cybersecurity, aid domestic law enforcement, and protect their citizens’ privacy. But more recently they have cited concerns about staying competitive in a data-driven economy. For example, the committee that drafted India’s Personal Data Protection Bill argued that forcing firms to keep a copy of personal data provided by Indian consumers in the country would promote the growth of the country’s digital economy, noting that “the growth of AI is heavily dependent on harnessing data, which underscores the relevance of policies that would ensure the processing of data within the country using local infrastructure built for that purpose.”\textsuperscript{115}

Although more research on the effect of data localization laws on economic outcomes is needed, the arguments in their favor are generally unconvincing. Forcing companies to store data on local servers will not change where value-added processing takes place, while forcing companies to process data locally would raise the cost of doing cross-border business, resulting in the same distortionary effects as other protectionist policies.\textsuperscript{116} The cyber security justifications for data localization are also doubtful.\textsuperscript{117}

### 3. A Better Path

Governments cannot afford to forego the benefits that internet access and digital services provide to their citizens and economy, and it is precisely because these services are necessary that policymakers must minimize the risks associated with them.

In response to the concerns about data privacy, disinformation, and market concentration discussed above, governments are reassessing their relationship with the global tech giants and, in many cases, enacting policies that raise barriers to the cross-border flow of data and put the largely global and open nature of the internet at risk.

While the trend toward an internet that is increasingly fragmented by national regulation may seem inevitable, another path that preserves the benefits derived from an open internet while minimizing its risks remains possible. Taking it will require a comprehensive approach that includes the following elements:

**Greater leadership by the United States**

Because the United States is home to the world’s largest internet companies, it benefits more than any other country from an open internet and finds itself in a natural position of authority. To date, however, it has largely ceded this authority by taking a hands-off approach towards regulating data-driven tech companies.

As the United States has lagged, others have stepped forward with internet governance models aligned with their values. This includes the European Union, which has embraced an activist model that seeks to preserve individual privacy and market competition through regulation, and China, which has sought to control the flow of information online and use digital tools to support surveillance.118

The concern is that an increasing number of governments will emulate China’s repressive model. And while it may be naïve to think that policymakers who find this approach appealing might be persuaded to choose a different path, this is the task at hand for those who seek to preserve an open internet that supports democratic rights.

One possible counter is to increase the economic benefits associated with a more open but well-regulated governance model. For example, the United States could unlock significant economic gains if it pursued a data privacy regime that was similar enough to the GDPR to allow companies around the world to comply with both by taking the same measures. A country that takes a regulatory path that makes it harder for its companies to comply with EU-US privacy regulations would put itself at a competitive disadvantage, the magnitude of which would depend on the size of the economic “bloc” using the US-EU approach.

In this and other ways, the choices US policymakers make to regulate their own domestic internet companies will influence the decision set faced by policymakers in other countries. For this reason, it is important to raise the awareness of US legislators about the risks that ineffective US regulation poses for democratic stability and economic growth domestically and worldwide.

**Better global coordination**

Global internet governance is usually associated with the multi-stakeholder approach that evolved out of the communities that created the internet and later the web.119 While that approach has been successful in dealing with matters related to the internet’s technical
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architecture, such as ICANN’s handling of domain names, it has been unable to address socially contested issues. In the absence of strong mechanisms for global coordination, sovereign nations have asserted control of internet regulation with little heed to the cross-border implications of their policies. But the increasingly political and social nature of the debates around internet governance argue in favor of considering when global solutions may be appropriate. For that reason, the recent announcement by Japanese Prime Minister Shinzo Abe that Japan will develop a data governance track for this year’s G20 Summit was encouraging.

Some issues will be more amenable to global coordination than others. For example, how countries seek to rein in online disinformation campaigns (or use those campaigns to their advantage) will depend on how they prioritize values like transparency and freedom of speech. Global bodies are unlikely to be any more effective at influencing how governments deal with communications conducted online than they are at swaying national policies regarding freedom of the press.

The rationale for global coordination is stronger in areas where cross-border spillovers are more immediate or where the efficiency gains from coordination are greater. Data privacy falls into the latter category because harmonizing privacy standards could reduce the cost of compliance for globally active companies. While a government’s approach to data privacy will necessarily reflect its values, economic considerations will also be a factor, which raises the potential for global coordination.

**Informed policymaking**

There is broad agreement in the development community that getting digital policy “right” is an important prerequisite for growth. However, little attention has been paid to how governments should engage with the global tech companies whose services play an increasingly important role in their economies. One reason for this is the absence of a conceptual framework around the value of data, as reflected by the ongoing debate about whether oil or labor is the more useful historical analogue for data’s role in the digital economy.

A more coherent theory of data’s economic value and a means to measure that value would help governments design more effective digital strategies. Developing such a framework will not be easy, however, as it will require finding ways to (1) estimate the worth of disparate pieces of personal data whose value depends on being combined with other data to produce useful information and (2) track the value of data across multiple uses.

The good news is that technologists are now exploring new ways to enhance the transparency of this combinatorial process and give internet users more control over how their personal data is used. If successful, these efforts could make it easier to track how
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individual pieces of data flow through the digital economy and measure their value. Ultimately, it may even be possible to develop input-output tables for data like those used to account for value-added production in global value chains. This analysis could serve as the basis for better informed negotiation between governments and internet companies.

***

An open internet is a global public good that provides myriad social and economic benefits for its users. For that reason, preserving it should be a policy priority for the development community, as well as policymakers in the developed world. While there is no guarantee that taking the steps outlined above would slow the trend towards a fragmented internet, they are necessary conditions for success.